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Object detection in challenging situations such as
scale variation, occlusion, and truncation depends
not only on feature details but also on contextual
information.
• Previous: emphasize much on detail features by

deeper and wider network
• Problem: low effectiveness of feature usage with

high load of computation as feature details are
easily being changed or even “washed out” after
passing through complicated filtering structures.

• MDCN: proposes multi-scale and deep
inception convolutional neural network,
focusing on wider and broader object regions
by activating feature maps produced in deep
part of the network.

Motivation
• Combination of 1x1, 3x3 and 5x5 filters:

activating multi-scale receptive fields
• using two series of 3x3 filters to replace 5x5

filter so as to minimize the number of
parameters

By defining weights to each filtering units, the
information-square inception modules formed.

Contributions

Feature extraction, wide-angle contextual
information, object classification and bounding box
regression are performed in a single-shot pipeline.
1. Base network: VGG-16
• extract high-resolution, low-dimensional

features
2. Multi-scale deep inception module:
• extract object main-body and multi-scale

contextual information.

Detection Pipeline

Dataset: KITTI
• containing many challenging objects like small

and occluded cars, pedestrians and cyclists
• objects are labeled as easy, moderate, and hard

based on how much objects are occluded and
truncated

Implementation:
• All images are rescaled from 1242x375 to

300x300
• Intersection over Union (IoU) for car, pedestrian

and cyclist are all set to 50%
• The VGG-16 base network is pretrained on

ImageNet and MDCN is fine-tuned on KITTI

Data and Implementation

Detection Accuracy

• Integrate the contextual information into the
self-learning process through a single-shot
network structure.

• Information square inception modules are
proposed to detect objects with multi-size
context expression while maintaining a high
computation efficiency by parameter sharing.

• The proposed MDCN model achieves better
performance with a relatively shallow network at
a real-time speed.

Information-Square Inception Modules

Fig.1 Multi-scale, wide-context receptive field activation
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Guide the network to activate various contextual
regions by a spontaneous learning process.
• more sensitive towards main-body features of

objects
• pay more attention to relationships among

objects and between objects and scenes
Feature maps produced in deep layers cover larger
proportion of the original scene
• Receptive fields are able to cover larger scope of

scenes
• Various contextual information can be involved

in actual learning course

Wide-Context Receptive Field

Fig.2 The architecture of MDCN. The wide-
context, multi-scale deep inception module

consists of multiple filtering structures. The
red, yellow and green boxes each indicate one

filter size.


